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Biases in electronic health record data due to processes within 
the healthcare system: retrospective observational study
Denis Agniel,1 Isaac S Kohane,1,2 Griffin M Weber1,3

ABSTRACT
OBJECTIVE
To evaluate on a large scale, across 272 common 
types of laboratory tests, the impact of healthcare 
processes on the predictive value of electronic health 
record (EHR) data.
DESIGN
Retrospective observational study.
SETTING
Two large hospitals in Boston, Massachusetts, with 
inpatient, emergency, and ambulatory care.
PARTICIPANTS
All 669 452 patients treated at the two hospitals over 
one year between 2005 and 2006.
MAIN OUTCOME MEASURES
The relative predictive accuracy of each laboratory 
test for three year survival, using the time of the day, 
day of the week, and ordering frequency of the test, 
compared to the value of the test result.
RESULTS
The presence of a laboratory test order, regardless 
of any other information about the test result, has 
a significant association (P<0.001) with the odds of 
survival in 233 of 272 (86%) tests. Data about the 
timing of when laboratory tests were ordered were 
more accurate than the test results in predicting 
survival in 118 of 174 tests (68%).
CONCLUSIONS
Healthcare processes must be addressed and 
accounted for in analysis of observational health data. 
Without careful consideration to context, EHR data are 
unsuitable for many research questions. However, if 
explicitly modeled, the same processes that make EHR 
data complex can be leveraged to gain insight into 
patients’ state of health.

Introduction
Rapid progress is being made towards the adoption and 
use of electronic health record (EHR) systems, resulting 
in massive amounts of data being generated through 

the routine delivery of healthcare.1-3 This, in turn, is 
transforming biomedical research as investigators 
now have access to information on millions of patients 
through informatics tools that can query and analyze 
EHRs,4-7 link to genomic and other types of biomedical 
data,8 9 and scale to a national level and beyond.10-14 
However, there is a serious and increasing risk that 
naive use of Big Data analytical techniques without a 
full understanding of the complexities and limitations 
of EHR data is resulting in biased or incorrect medical 
findings.

An easily overlooked aspect of EHRs is that they are 
observational databases—the data reflect not only the 
health of the patients, but also patients’ interactions 
with the healthcare system. For example, the date 
associated with a code for diabetes is when the 
physician made the diagnosis, not when the patient 
first developed the disease. Furthermore, the billing 
code used for that office visit might be influenced 
more by reimbursement policies than the original 
reason for the visit. Similarly, a patient might have an 
elevated white blood cell count; however, it will never 
be known unless a physician orders the laboratory 
test. Hripcsak and Albers describe this as a healthcare 
process model, where EHR data must be viewed as an 
indirect measure of a patient’s true state due to the 
recording process.15

The recording process itself is affected by many 
factors, such as clinicians’ decisions to order diagnostic 
tests and treatments and policies and workflows of 
provider and payor organizations. These are dynamic 
in that they vary over time as a result of evolving 
standards of care, changes in demand for care, and 
changing population demographics.16 For example, 
separate studies, each examining routinely recorded 
patient data from at least 100 clinical practices, found 
the following: organizations were inconsistent in 
how they reported patient falls;17 opioid prescribing 
increased from 2005-12, but at rates that differed 
by practice and patient population;18 and financial 
incentives to screen for depression greatly increased 
the number of new depression related diagnoses.19 
The interactions between healthcare processes can 
be complex, as evident from the conflicting literature 
seeking to explain why patients admitted to the hospital 
during weekends have worse outcomes (known as 
the weekend effect).20 Healthcare processes also vary 
by country. For example, the use of prostate specific 
antigen testing is generally higher in Western countries 
than in Asia,21 and more than a dozen countries have 
implemented a Choosing Wisely campaign to reduce the 
use of unnecessary medical tests.22 Distance matters 
too. Dozens of studies have shown that patients with 
cancer who live far from treatment centers are screened 
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WhAT IS AlReAdy knoWn on ThIS TopIC
Dynamic processes within the healthcare system, such as the hours when clinics 
are open and when patients are scheduled to be seen, leave an imprint on 
electronic health record data

WhAT ThIS STudy AddS
An evaluation of using the effects of healthcare processes on 272 laboratory 
tests to predict three year survival in the full patient populations seen over a year 
at two large hospitals
The hour of the day the test was ordered, the day of the week, and the amount of 
time between consecutive tests is more predictive of three year survival than the 
actual value of the test result, for most tests
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less frequently, more likely to receive surgery than 
chemotherapy, and have worse outcomes.23 Practical 
issues, such as how long it takes a clinician to enter a 
laboratory test order into an EHR,24 the availability of 
certain tests in evenings or on weekends, and the level 
of automation in laboratories,25 also affect the timing 
of EHR data.

The effects of healthcare processes on EHR data 
should not be viewed as data quality problems or 
noise.26 This incorrectly suggests that these effects 
have no information value. In fact, they generate a 
signal, which can be used to identify subpopulations 
of patients and improve predictive models. This is 
especially true for laboratory tests, since they provide 
insight into a clinician’s decision making process. For 
example, through analysis of EHR data, Hripcsak and 
Albers found the following: patients with kidney failure 
are more likely to have a creatinine measurement 
between 10 pm and 6 am than healthier patients;27 
the timing of glucose measurements can be used to 
stratify patients into health states;28 and laboratory 
tests are ordered more frequently for sick patients.29 In 
a study of 24 laboratory tests, they found that ordering 
patterns differ by clinical context, such as an inpatient 
admission compared with an ambulatory surgery 
event;30 and, Levine evaluated methods for addressing 
this effect with four laboratory tests and five clinical 
contexts.31 Lasko used an alternative approach based 
on unsupervised machine learning to identify temporal 
patterns of uric acid measurements associated with 
different diseases.32 In an analysis of 70 laboratory 
tests and 14 000 patients, Pivovarov showed that the 
time interval between consecutive measurements 
adds information beyond just the test result value,33 
and we previously used these time intervals to derive 
normal ranges for 97 different tests.34 Other research 
has shown that models predicting diagnoses can 
be improved by considering whether or not certain 
tests had been ordered;35 36 and, acute care patients 
whose nurses recorded vital signs more frequently 
were more likely to experience a cardiac arrest.37 
In contrast to these studies, Dahlem found that the 
timing of diagnosis codes in EHR had relatively little 
predictive value;38 however, the presence and timing 
of laboratory test data might reveal more about the 
thoughts and concerns of clinicians than the final 
diagnoses they record in the EHR.

In this study, we build on previous research into 
the healthcare process model, but on a larger scale. 
Specifically, we systematically evaluate the ability 
of 272 laboratory tests to predict three year survival 
across the full patient populations seen over a year 
at two large hospitals. We treat laboratory test data 
in the EHR as having two distinct dimensions. One 
dimension is the value of the test result, which is a 
measure of the patient’s pathophysiology. The other 
is the timing of when the test was ordered, which is 
a marker of the underlying healthcare processes. For 
each laboratory test, we compare the predictive value 
of the patient pathophysiology and healthcare process 
dimensions first independently and then together. 

Our hypothesis is that in a simplistic model of three 
year survival, healthcare process variables will have 
stronger predictive value than patient pathophysiology 
variables. Note that our outcome measure is not 
the absolute accuracy of the models, but rather the 
relative importance of healthcare processes when 
using raw EHR data. We make our entire dataset freely 
available to allow others to expand on this research in 
the future.

We chose to focus on the timing of laboratory 
tests, as opposed to many other potential measures 
of healthcare processes, for several reasons. First, as 
previously noted, other studies have found associations 
between the healthcare processes in laboratory tests 
and patient outcomes. Second, a large amount of 
laboratory test data are present in many EHRs. Third, 
the date of a laboratory test is usually recorded in EHR 
data, whereas other healthcare process variables, 
such as doctor experience, clinic operating hours, and 
hospital policies are more difficult to quantify or obtain. 
Fourth, there are hundreds of types of laboratory tests 
that are affected by different healthcare processes,33 
which enables us to detect variability in the predictive 
value of healthcare processes. Fifth, both the result 
value and time of a laboratory test can be expressed on 
a numeric scale, which enables us to create similarly 
structured patient pathophysiology and healthcare 
processes models. There are also natural groupings 
of both dimensions (eg, normal v abnormal test result 
values, and weekday v weekend timing), which we 
incorporate in our models.

Methods
Data source
This study is a retrospective analysis of patients with 
at least one clinical encounter over one year (28 July 
2005 to 27 July 2006) at two large hospitals in Boston, 
Massachusetts: Brigham and Women’s Hospital 
and Massachusetts General Hospital. Patients with 
unknown age or sex and patients older than 89 were 
excluded from the study, leaving 669 452 patients 
in the final cohort. Figure 1 shows that five years of 
observational electronic health record (EHR) data (28 
July 2001 to 27 July 2006) for these patients were 
extracted from a single clinical data repository, the 
Partners Healthcare Research Patient Data Registry, 
which combines data from the two hospitals.

Three year survival was based on mortality data 
recorded on 27 July 2009—three years after the primary 
data collection period ended. Unfortunately, the actual 
date of death for deceased patients was not available 
in the source data. As a result, the follow-up time for 
patients whose last clinical encounter was near the 
start of the cohort period (28 July 2005) is close to 
four years. Also, the two hospitals determine patient 
deaths primarily by matching patient demographics 
to the Social Security Administration’s Death Master 
File. However, missing and incorrect demographic 
information in both the Death Master File and EHR 
data can affect the accuracy of the matches and the 
resulting estimated survival rates. To circumvent these 
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limitations, our outcome was literally whether the EHR 
indicates that the patient is alive three years after our 
cohort period ended. We were not modeling time until 
death or conducting a traditional survival analysis.

We coded tests using the Logical Observation 
Identifiers Names and Codes (LOINC) terminology. 
A total of 272 distinct LOINC codes were used in this 
study, corresponding to all tests with numeric results 
that were ordered for at least 1000 patients in the 
final year of the data collection period, except for HIV 
related tests, which were removed for privacy reasons. 
Table S1 in the supplementary material lists the test 
codes, test names, and the abbreviations used in the 
other tables and figures.

Experiments
Two experiments were conducted. The first used the 
existence of a laboratory test in the patient’s record to 
predict three year survival. In the second experiment, 
the patient pathophysiology and healthcare process 
dimensions of a single laboratory test observation 
were used to predict three year survival. The patient 
pathophysiology variables were the value of the test 
result and any high or low flag that was assigned to 
the test based on the reference range of the test. The 
healthcare process variables were the hour of the day 
the test was ordered and the day of the week it was 
ordered. We also considered whether that same test 
had previously been ordered for the patient. When 
two consecutive tests of the same type were present 
in the patient’s record, we repeated both experiments, 
including the patient pathophysiology and healthcare 
process variables of both the main test and the previous 
test in the new models. An additional healthcare 
process variable—the number of hours between the 
two tests—was also included in the new models.

For each patient, one observation in the final year of 
the data collection period for each distinct LOINC code 
was randomly selected. For example, if a patient had 
three white blood cell count tests and two calcium tests 
between 28 July 2005 and 27 July 2006, one white 
blood cell count and one calcium test were selected. 
The dates of those two tests could be different. For 
each LOINC code, the most recent test previous to the 
randomly selected one was also recorded. The date 
of the previous test could go as far back as the start 
of the data collection period (28 July 2001). Not all 
selected tests had a previous test. A total of 8 867 400 
observations of 272 laboratory tests were used in the 
experiments.

Predictive models
Logistic regression was used in the first experiment to 
model three year survival based only on the presence of 
a test and the age, sex, and race (ASR) of the patients. 
Generalized additive models with a logistic link were 
used in the second and third experiments to predict 
three year survival using only the ASR; ASR and a single 
patient pathophysiology or healthcare process variable; 
ASR and the combined patient pathophysiology 
variables; ASR and the combined healthcare process 
variables; and ASR and both the combined patient 
pathophysiology and healthcare process variables. 
Generalized additive models allow us the flexibility 
to model the effect of continuous variables, such as 
the test result value, without imposing restrictive 
assumptions like linearity. For example, having very 
high or very low white blood cell count is associated 
with decreased survival. Generalized additive models 
allow us to detect this type of nonlinear pattern. 
Additional details about the predictive models are 
presented in the supplementary material.

Patient involvement
No patients were involved in setting the research 
question or the outcome measures, nor were 
they involved in developing plans for design or 
implementation of the study. No patients were asked 
to advise on interpretation or writing up of results. 
There are no plans to disseminate the results of the 
research to study participants or the relevant patient 
community.

Results
We first present a detailed analysis of a single 
laboratory test type, while blood cell count, to illustrate 
our approach. Then, we summarize the findings across 
all 272 test types.

White blood cell count
The full cohort of 669 452 patients had a three year 
survival rate of 95.0% (see supplementary materials, 
table S2). Of these patients, the 227 505 (34.0%) 
who had a white blood cell count test during the final 
data collection year had a three year survival rate of 
92.9%. Thus, the presence of a white blood cell count 
test order is associated with a 2.1% lower survival rate 
(P<0.001). This is partially related to the demographics 
of patients who are more likely to receive a white blood 
cell count test. For example, the mean age (47.7 years) 
of patients with a white blood cell count test, is older 
than the mean age (43.8) of all patients (P<0.001). 
However, even when controlling for age, sex, and race 
(ASR), the conditional odds ratio of death for patients 
with a white blood cell count test was 1.45 (P<0.001). 
The ASR adjusted conditional odds ratio of death 
increases to 1.53 (P<0.001) for patients who had a pair 
of white blood cell count observations in the dataset.

White blood cell count is measured in thousands 
of cells per microliter, with a normal value between 
approximately 4 and 10. Causes for a low white blood 
cell count include autoimmune disorders, bone marrow 

28 July
2001

28 July
2005

27 July
2006

27 July
2009

Y1 Y2 Y3

5 years of data

Y4 Y5 Y6 Y7 Y8

Are patients alive
3 years later?

At least one
clinical encounter

Fig 1 | Study design

P
ro

tected
 b

y co
p

yrig
h

t, in
clu

d
in

g
 fo

r u
ses related

 to
 text an

d
 d

ata m
in

in
g

, A
I train

in
g

, an
d

 sim
ilar tech

n
o

lo
g

ies. 
.

at D
ep

artm
en

t G
E

Z
-L

T
A

 E
rasm

u
sh

o
g

esch
o

o
l

 
o

n
 22 M

ay 2025
 

h
ttp

s://w
w

w
.b

m
j.co

m
/

D
o

w
n

lo
ad

ed
 fro

m
 

30 A
p

ril 2018. 
10.1136/b

m
j.k1479 o

n
 

B
M

J: first p
u

b
lish

ed
 as 

https://www.bmj.com/


RESEARCH

4 doi: 10.1136/bmj.k1479 | BMJ 2018;361:k1479 | the bmj

failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P<0.001) and 87.9% (P<0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P<0.001) or high (91.4%, P<0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P<0.001) or high (95.3%, 
P<0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P<0.05 (P<0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 
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two consecutive tests were constructed for 210 
tests. White blood cell is one of 127 (60%) tests 
where including both patient pathophysiology and 
healthcare process variables in the models is better 
than patient pathophysiology or healthcare process 
alone. Folate and triglycerides are examples of the 
21 (10%) tests where healthcare process alone is 
better. Fibrinogen and testosterone are among the 26 
(12%) tests where patient pathophysiology alone is 
better. For the remaining 36 (17%) tests, neither the 
patient pathophysiology nor the healthcare process 
variables improve a model based only on ASR. Overall, 
in the 174 tests where patient pathophysiology or 
healthcare process, or both variables improved the 
ASR model, healthcare process is better than patient 
pathophysiology in 118 (68%) tests. The time interval 
between consecutive tests is the single most predictive 
variable for 76 of 210 (36%) tests, followed by the 
value of the test result in 56 (27%) tests, and the hour 
of the day in 47 (22%) tests.

In a separate analysis described in the 
supplementary materials, we repeated the 
experiments using 30 day readmission as the outcome 
measure, rather than three year survival, and found 
similar results. For example, in the two-test models, 
the healthcare process variables are better than 
patient pathophysiology in 56 of 70 (80%) tests, 
with the hour of the day the best single variable in 
46 of 107 (43%) tests, followed by the value of the 
test result in 16 (15%) tests, and the time interval 
between consecutive tests in 11 (10%) of tests (see 
supplementary materials, table S3 and S4).

discussion
The speed by which technology is making Big Data 
available to biomedical researchers is outpacing the 
development of new analytical techniques to analyze 
these data and to understand the implicit processes that 
lead to their generation. Investigators are often unaware 
of the complexities of working with observational data 
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and do not appreciate the importance of healthcare 
processes. Savvy data analysts often have a toolbox of 
heuristic algorithms to clean up observational data. 
However, in these situations they are typically treating 
either patient pathophysiology or healthcare processes 
as noise and losing valuable information. Moreover, 
most of the noise models assume randomness whereas 
doctor and patient behaviors contribute to healthcare 
processes in purposefully biased ways.

Strengths and limitations of this study
In this study, we show the importance of healthcare 
processes in analysis of electronic health record (EHR) 
data using a large patient population and across many 
types of laboratory tests. To do this we are intentionally 
using overly simplistic (but equivalently constructed) 
models to isolate and compare the predictive value of 
individual patient pathophysiology and healthcare 
process variables within the context of messy, complex 
EHR data, and to show how easily it is to misuse and 
misinterpret EHR data by ignoring healthcare processes.

Obviously, a more complete model for predicting 
survival would include many more variables that 
describe patients’ state of health, such as the diseases 
they have, drugs they take, smoking status, and 
family history. On the healthcare process dimension, 
we would analyze the data from the two hospitals 
independently,39 separate the data by clinic and 
provider, and potentially include information about 
many other healthcare processes, such as the amount 
of data patients have,40 hospital shift times, and 
the time between when diagnostic tests are ordered 
and when their results become available. However, 
the point of this study is not to develop a model that 
accurately predicts survival. Such a model might only 
be useful at the two hospitals where we conducted our 
study, since healthcare processes can be different at 
another healthcare facility, in the same way that patient 
characteristics vary across sites. Our dataset is also 
nearly a decade old. Although it is unlikely that this 
affects our overall conclusions, models incorporating 
healthcare process variables should be updated over 
time to capture changes in healthcare processes.

The key finding of this study is that the predictive 
value of healthcare process variables is often stronger 
than the result of the test when blindly using raw EHR 
data. Furthermore, the relative predictive value of 
the patient pathophysiology and healthcare process 
dimensions vary greatly between different test types, 
emphasizing the need to understand why a test would 
be ordered and what its result means within different 
contexts.

A limitation of this and other healthcare process 
research is that it can be difficult to identify the 
various processes that are being measured by a 
healthcare process variable. For example, Hripcsak 
and Levine show that different clinical contexts can 
result in similar ordering patterns, but for different 
reasons.22 31 A healthcare process variable might also 
be related to patient pathophysiology. For example, 
certain laboratory tests have been shown to have true 
diurnal variations in controlled settings.41 42 Thus, the 
information value of the time of day of a laboratory test 
might derive from both healthcare processes as well as 
biological processes. Additional research is needed to 
separate the two. Future healthcare process research 
should also involve discussions with patients to 
understand their effects on healthcare processes. For 
example, the decision to order an optional screening 
test can be influenced by patients’ preferences, which 
in turn might vary based on their state of health.
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Fig 4 | White blood cell count by hour of the day. Note 
that (b) was smoothed using a three point running 
average

Table 1 | Summary of results for three year survival models. Values are numbers 
(percentages)

Characteristic
Single 
test

Pair of 
tests

ASR (adjusted OR of death)
Total 272 (100) 272 (100)
<1 22 (8) 19 (7)
>1 211 (78) 193 (71)
Not significant* 39 (14) 60 (22)
Predictive models
Total 248 (100) 210 (100)
Best combined model:
 ASR, patient pathophysiology, and healthcare processes 168 (68) 127 (60)
 ASR and healthcare processes 32 (13) 21 (10)
 ASR and patient pathophysiology 30 (12) 26 (12)
 ASR 18 (7) 36 (17)
Best single model:
 ASR and hour of day 104 (42) 47 (22)
 ASR and day of week 14 (6) 7 (3)
 ASR and time interval NA 76 (36)
 ASR and laboratory value 106 (43) 56 (27)
 ASR and high or low flag 20 (8) 12 (6)
 ASR 4 (2) 12 (6)
ASR=age, sex, and race; NA=not applicable
*OR significance is based on Bonferroni adjusted P<0.05 (P<0.000184).
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Clinical and policy implications
Our findings warn about the naive use of EHR data. 
However, they also show that explicitly modeling 
the healthcare process dimension can both address 
some of the limitations of the data and increase the 
predictive value of the data. Box 1 shows a wide range 
of applications for this.

Comparison with other studies
The results of this study are consistent with previous 
research related to the healthcare process model 
that looked at either individual healthcare process 
variables, healthcare processes in small patient 
populations, or healthcare processes for a limited 
number of laboratory test types.15-40 As in these other 

Table 2 | Predicting three year survival using the healthcare process (HCP) and patient pathophysiology (PP) dimensions of laboratory tests
HCP model better than PP model PP model better than HCP model

Combined model with 
both HCP and PP better 
than HCP or PP alone

97 tests: 25VITD*; Abs Bands Manual; Abs Basos; Abs Basos Auto; 
Abs Eos; Abs Eos Auto; Abs Lymphs; Abs Lymphs Auto; Abs Monos; Abs 
Monos Auto; Abs Neuts; Abs Neuts Auto; ALKP; Alpha-Fetoprotein; ALT; 
Anion; AST; Atypical Lymphs; B12; Bands Manual; Basos; Basos Auto; 
Basos Manual; BUN; CA; CA15-3; CA19-9; CEA; CL; CO2; Cortisol; CPK; 
CPK-MB; CRE; CRP; CSF/F Unident; DBILI; Digoxin; Eos; Eos Auto; Eos 
Manual; FE; Ferritin; FIO2; Free T4; GLOB; GLU; HCG Quant; HCT; HDL; 
Hgb A1c; IgA; IgG; IgM; Ionized Ca; Ionized Ca Serum; K; LDH; LDL*; LIPS; 
Lymphs; Lymphs Manual; MCH; MCHC; MCV; MG; Monos; Monos Auto; 
Monos Manual; NA; Neuts; Neuts Auto; Neuts Manual; pH Blood; PHOS; 
PLT; Protein; PSA*; PT; PT-INR; PTH; PTT; RBC; Retics; T4; TBILI; TSH*; 
Urate; Urine Casts; Urine CRE; Urine Hgb; Urine pH; Urine RBC; Urine 
SpGr; Vancomycin Trough; VLDL*; WBC

30 tests: ALB; AMY; Base Excess Arterial; BNP; CA125; CHOL*; 
CSF/F Monos; CSF/F Nonhematics; ESR*; GGT; HGB; Lactate; LDL 
Calc*; Lymphs Auto; NT-proBNP; O2 Sat; OSM; pCO2 Arterial; 
pCO2 Blood; pH Serum; pO2 Arterial; pO2 Blood; RDW; T3; T3 
Uptake*; Temp; TIBC; Troponin-I; Troponin-T; Urine WBC Sed

HCP or PP alone better 
than combined model

21 tests: Base Excess; CD16+CD56; CD19; CSF Basos; CSF Eos; CSF Neu-
ts; CSF Reactive Lymphs; CSF/F Atyps; CSF/F Bands; CSF/F Basos; Dilantin; 
Folate; Glucose Blood; Metamyelos Manual; NH3; TRIG*; Urine K; Urine 
OSM; Urine Tot Prot; Urine Tot Vol; Urine WBC Screen

26 tests: CK-MB; CRP High Sens*; CSF Glucose; CSF Lymphs; CSF/F 
Lymphs; CSF/F Other Hematics; CSF/F RBC; CSF/F WBC; Fibrin  
D-dimer EIA; Fibrin D-dimer IA; Fibrinogen; Fluid Macros; Fluid Tot 
Prot; K Blood; MHCT; NA Blood; pCO2 Venous; pH Arterial; Testos-
terone*; Total Cells Counted; Urine ALB*; Urine ALB/CRE*; Urine 
CRE Timed; Urine MALB/CRE*; Urine NA; Vancomycin

Neither HCP nor PP 
improve ASR model

15 tests: Anticardiolipin IgM; Bili Conj*; CSF Bands; CSF RBC; CSF Uniden-
tified; CSF WBC; CSF/F Eos; Fluid Blast; Fluid LDH; Lp(a); Myelos Manual; 
pH Venous; Urine GLU; Urine KET; Vancomycin Random

21 tests: ALC Toxic Screen; Bili Indir*; CSF Monos; CSF Non- 
Hematic; CSF NRBC; CSF Other Hematic; CSF Total Protein; CSF/F 
Polys; Ethanol; Fluid Glucose; Fluid NRBC; Haptoglobin; HCO3; 
Nuc RBC; pO2 Venous; Promyelos Manual; Urine BILI*; Urine CL; 
Urine NIT; Urine Urea Nit; Urobilinogen*

ASR=age, sex, and race
Tests are grouped based on whether adding the HCP or PP variables, or both, of the laboratory test improve a model based on only ASR. 
*The ASR adjusted odds ratio of death is less than one in patients who were simply ordered any of the indicated tests.

Box 1: Applications for healthcare process modelling

Clinical care
•   A clinician would not delay ordering a laboratory test to increase a patient’s chance of survival. However, the clinician might use healthcare 

processes to see what tests thousands of other clinicians have ordered when treating similar patients; and, hospital administrators might look 
for outlier clinicians or outlier practices who are ordering tests in unusual patterns.

•   Clinicians could also use healthcare processes as part of the move towards precision medicine by identifying subpopulations that have distinct 
healthcare process patterns after a new diagnosis or change in treatment strategy.43

Clinical research
•   The effects of healthcare processes are often what clinical trials are designed to avoid. That is, variation in practice and clinical context are 

minimized to obtain the clearest perspective on pathophysiology or pharmacological differences. Thus, there might be a benefit to stratifying 
study subjects based on healthcare process variables. However, this should be done with caution since changes along the healthcare process 
dimension, such as increased ordering of laboratory tests, could be an early sign that certain patients are responding poorly to a treatment.

•   In cases where patient pathophysiology and healthcare process are expected to be highly correlated, healthcare process variables can be used 
as proxies for missing patient pathophysiology data. For example, for certain laboratory tests, researchers using a claims database that does not 
include test result values could predict which ones are abnormal by searching for small repeat intervals.

•   In many studies, researchers simply need to know the overall health status of a patient, in which case the combination of patient 
pathophysiology and healthcare processes create a much clearer picture than either one alone. This is important in comparative effectiveness 
research and pharmacovigilance studies, where looking for changes in either patient pathophysiology or healthcare processes could magnify 
the statistical power of the data.

Healthcare economics
•   Insurance companies can incorporate healthcare processes in models of life expectancy or healthcare costs. This can potentially lead to more 

accurately aligned incentives for both patients and providers by rewarding behaviors, such as appropriate use of screening tests, that result in 
better health.

Healthcare policy
•   Policy makers can study healthcare processes to identify overuse of diagnostic tests or disparities in access to healthcare among underserved 

populations. They can also track if regulatory changes or adoption of accountable care programs are having their expected effects on healthcare 
processes.
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studies, we found that healthcare process aspects 
of EHR data can be used to infer information about 
patients’ state of health that would not be known 
from patient pathophysiology alone. However, here 
we demonstrated the effects of healthcare processes 
on a large scale, enabling us to measure the relative 
predictive value of several patient pathophysiology 
and healthcare process variables across many different 
types of laboratory tests.

Conclusion
EHR data, without consideration to context, can easily 
lead to biases or nonsensical findings, making it 
unsuitable for many research questions. However, the 
same healthcare processes that make EHR data complex 
also leave a signal that can be useful if recognized and 
accounted for in models of patient health. This and 
other studies of healthcare processes have shown 
that it is a distinct dimension of observational data 
with a predictive value complementary to the patient 
pathophysiology dimension. For example, a normal 
laboratory test result is only one indicator of a patient’s 
health. The fact that it was ordered at 4 am captures 
the physician’s experience, intuition, and assessment 
of the patient’s main complaint, baseline status, 
and physical exam, which are usually not explicitly 
coded elsewhere in an EHR or claims database. By 
ignoring healthcare processes or treating it as noise, 
investigators risk misinterpreting the actual patient 
pathophysiology and losing valuable information 
content.
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